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- Independent sets correspond to valid packings
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- $\vartheta^{\prime}(G)=\operatorname{las}_{1}(G) \geq \operatorname{las}_{2}(G) \geq \ldots \geq \operatorname{las}_{\alpha(G)}(G)=\alpha(G)$
- $\vartheta(G)$ is the Lovász $\vartheta$-number which specializes to the Delsarte LP-bound when $G$ is the binary code graph
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## Definition

A topological packing graph is a graph where

- the vertex set is a Hausdorff topological space
- each finite clique is contained in an open clique
- We consider compact topological packing graphs
- These graphs have finite independence number
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Suppose $G$ is a compact topological packing graph. Then,
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- If $S$ is an independent set, then
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\chi_{S}=\sum_{R \subseteq S} \delta_{R}
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- We show that the measures $\chi_{S}$ are precisely the extreme points of the feasible region of $\operatorname{las}_{\alpha(G)}(G)$
- Using vector valued notation: $\lambda=\int \chi_{S} d \sigma(S)$ for some probability measure $\sigma$ on the set of independent sets
- Then, $\lambda\left(I_{=1}\right)=\int \chi_{S}\left(I_{=1}\right) d \sigma(S)=\int|S| d \sigma(S) \leq \alpha(G)$
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become polynomial inequalities

- Variables: inner products between the points in $S$
- Coefficients: given in terms of the entries of the $F_{k}$
- Modeling these constraints using sums of squares characterizations reduces the problems to finite dimensional semidefinite programs
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